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This reflection report describes the design process of creating a simple-to-use 

speech interface for a children‟s toy. The ephemeral quality and linear pro-

gression of audio proved two great challenges for this design, as well as the 

unconscious expectation amongst humans for spoken interfaces to express 

human speaking behavior. The final product uses a natural, conversational, 

dialog, and gives contextually appropriate instructions to lead the user 

through the interaction. 
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Introduction 

The „help the penguin‟ prototype is a small physical penguin toy, designed for 

children to support independent exploration of nearby objects. It uses speech 

interaction to communicate with the user, who carries it around. The purpose 

of the interaction is for the kid to figure out and find items that the penguin is 

looking for, which is done by verbally asking it for clues, and finally, presenting 

found objects to the penguin. During our design process, we came up with 

three success criteria for the toy: for the interaction to be simple to under-

stand, for the toy to be mobile, and for the toy to be fun to use. 

This report focuses on the speech interface of the toy, and the design 

challenges encountered in relation to the first core requirements: making it 

easy to understand and use. I also spent a lot of time and effort into other 

parts of the design of the toy, especially in regards to making the interaction 

fun and engaging, but these aspects of my design process will not be cov-

ered in this report.  

We chose to use speech interaction because we wanted to use interac-

tion methods kids are already familiar with. As we learnt during this project, 

however, this familiarity with the method itself does not at all guarantee the 

interaction will be simple. Benefits and disadvantages of speech interaction 

over other methods will not be covered further in this report. I believe that in-

stead looking at the problems we faced in our project, and how these prob-

lems are handled in the literature, proves both a more interesting report for 

the reader, as well as a greater lesson for me as a designer.  

In the next section, I present a brief survey of the relevant, covering first 

some problems associated with non-graphical interfaces, followed by sug-

gested design principles for speech interaction. In the main body of this report 

I describe my efforts on making the speech interaction natural, easy to figure 
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out, and helpful. In the last section, I present my final thoughts about this pro-

ject, mainly in regards to how simple the final speech interaction was to use, 

but also in terms of well I think our final toy as a whole met our success criteria. 

Background 

In this background section I first cover problems mentioned in the literature 

with using non-graphical interfaces in general, and speech only interfaces in 

particular. In the second section, I give an overview of solutions to these prob-

lems, as well as general design principles, for speech only interfaces found in 

the literature. 

P R O B L E M S  W I T H  N O N - G R A P H I C A L  I N T E R F A C E S  

The most significant problem for products lacking a graphical interface is that 

the user is given no visible clues of possible actions (Norman, 2010; Rosenfeld 

et al., 2000; Larsen).  

Gaver (1991) provides a good framework for affordances that help illus-

trates this problem.  In his framework, he distinguishes between the actual ex-

istence of affordances, ways in which tools supports being used, and whether 

the user has any perceptually information about these affordances (See Fig-

ure 1). Only perceptible affordances are helpful for users. Speech actions, on 

the other hand, only have hidden affordances, as the user cannot perceive 

them.  

Figure 1. Affordances and perceptual information. From Gaver(1991) 

It is important to note that Gaver (1991) supports the idea of perceptible 

affordances in other mediums than vision. An affordance could be mediated 

to the user using audio; however, using audio inherently imposes certain prob-
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lems. Because audio input is naturally linear (Larsen et al., 2007), only one giv-

en affordance can be mediated at the time. In addition, since audio is 

ephemeral, mediating information using audio places a greater cognitive 

strain on users (Larsen et al., 2007), and the information is at greater risk of be-

ing missed and forgotten (Norman, 2010). This stressed the need when giving 

audio information to adhere to the general design principle of separating in-

structions into manageable chunks (Wickens et al., 2002). 

Another problem using a natural interaction such as speech is of acci-

dental activation (Norman, 2010). Because the interaction method is natural, 

the user might be using it for other means than interacting with the system, 

but for the system to be able to distinguish when the user is talking to the sys-

tem and when the user is talking to a nearby person, is not easy (Yankelovich, 

1997). Another type of accidental activation in speech interaction is incor-

rectly recognized speech, which also makes the system perform an action 

the user did not intend.  

The biggest problem with accidental activation for non-graphical inter-

faces is the difficulty of providing feedback (Norman, 2010). As soon as the 

interaction takes a turn the user did not expect, it is very hard to for the user to 

understand why (Norman, 2010). 

A problem specifically for speech interaction comes from that speech is 

a familiar, and almost by definition, human activity. This seems to lead users 

to, at least unconsciously, expect the same kind of dialog when speaking to a 

computer as to when speaking to a human (Yankelovich, 1997). This expecta-

tion is not only about format, but also about what kind of input the interaction 

can handle, that is, what kind of commands the user can use. Returning to 

the terminology of Gaven (See Figure 1), merely the associations of speech 

puts false affordances in the system, in that users expect and try to do what is 

not possible.  

S P E E C H  I N T E R F A C E  D E S I G N  P R I N C I P L E S  

The literature provides a range of answers to the problems posed above, both 

in terms of general design principles, and some more directly practical prob-

lem solutions. I present these recommendations grouped under three topics: 

making the dialog natural, making possible actions perceptible, and leading 

the user through the interaction. 
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M A K I N G  T H E  D I A L O G  N A T U R A L  

The most overarching principle recommended in the literature is to make the 

speech dialog conversational (Larsen et al., 2007; Yankelovich, 1997); howev-

er some authors debate to what extent (Rosenfeld et al., 2000). This sugges-

tion provides one answer to the above stated problem of people expecting 

human-like dialog from speech interaction. The literature also very strongly 

suggests never translating graphical interfaces directly to speech interfaces 

(Larsen et al., 2007; Yankelovich, 1997), as graphical interfaces are based on 

the direct manipulation paradigm which speech interaction does not support 

(Larsen et al., 2007). 

Yankelovich (1997) describes two separate ways to make the speech 

dialog natural. Firstly, the grammar of recognized input should be based on 

natural speech dialog. This author suggests using natural dialog studies, a kind 

of field studies of the language used in the context of use of the proposed 

application, for collecting this data. In practice, this comes down to the sys-

tem supporting the language the users expect to use. Whereas it is important 

to allow for many different ways of saying the same thing (Yankelovich, 1997), 

the number of unique commands should preferably be kept low, as this helps 

keeping speech recognition accuracy up (Rosenfeld et al., 2000).  

The second way to keep the dialog natural suggested by Yankelovich 

(1997) is to make the system cooperate with the user. Two practical examples 

of such behavior given by Yankelovich (1997) is for the system to try to make 

sense of speech references in user speech, and to shorten output that the sys-

tem repeats more than once. In addition, she suggests that the user should be 

able to interrupt and correct the system. 

M A K I N G  P O S S I B L E  A C T I O N S  P E R C E P T I B L E  

Unfortunately, even in making the dialog sensitive to the most natural user 

language, users will not know what actions are available, and most likely not 

how to perform them all either. 

The easiest, but perhaps least elegant solution is to provide initial instruc-

tions when the dialog initiates (Rosenfeld et al., 2000), telling the user how to 

use the speech interaction.  

A more elegant way of giving the same instructions to the user is to use 

what Rosenfeld and colleagues (2000) refers to as lexical entrainment. In the 

answers the speech interaction returns, the text is phrased in a way that in-

structs users how to proceed, using the same words that the user has to use in 
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their command. Ideally these instructions form a natural next step of the dia-

log, conforming to the cooperation principle, however they can also be more 

explicit instructions, of the kind “Say X, Y or C” (Yankelovich, 1997). 

Finally, one way to get away of this whole problem is to just not use a 

speech only interface, but only using speech as input (Larsen et al., 2007). 

However, using different modalities between task input and output has been 

shown to be less efficient (Wickens & Liu, 1988) 

L E A D I N G  T H E  U S E R  T H R O U G H  T H E  I N T E R A C T I O N  

The final set of principles the literature suggests for improving speech interac-

tion is to in different ways help the user by letting them know what the system 

is doing, what they can and should do next. 

The easiest help to give in relation to this is to let users know what is going 

on, by letting them know what their speech was recognized as (Larsen et al., 

2007; Yankelovich, 1997). Naturally, if the application has a graphical inter-

face, this information can easily be shown there, without much of a problem, 

however in a speech only application it gets more complicated. When deal-

ing with sequential, choice-driven speech input, Yankelovich (1997) recom-

mends repeating back what was recognized, to allow the user to make cor-

rections. However, to keep with the cooperation principle, the system should 

quickly continue with the next step after repeating the information, to get go-

ing with what the user wants to do. 

Another suggested principle is to keep track of the overall state of the 

speech dialog (Larsen et al., 2007; Yankelovich, 1997). By doing so, the system 

does not only increase its ability to handle referential speech input, but more 

importantly can give more contextual help and instructions to the user, when 

needed (Rosenfeld et al., 2000).  

A final suggestion for speech interaction given in the literature is to try to 

interpret non-recognized speech input (Yankelovich, 1997). Even if the input 

was not recognized, given the context it might still make sense for the system 

to choose a very likely interpretation, especially if the effect of doing so can 

be easily reversible, (for example, interrupted), by the user (Yankelovich, 

1997). In addition, an invalid recognition can trigger context sensitive help 

(Rosenfeld et al., 2000). 
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Designing our speech interface 

In this section I describe my efforts in the designing process in relation to the 

three design principles mentioned in the previous section: making our speech 

dialog natural, improving the perceptibility of our speech actions, and lead-

ing the user through the interaction. Even though this information was not all 

known to me during the process of the design, I refer back to the literature to 

point out where we, in hindsight, followed the recommendations made in the 

literature.  

C R E A T I N G  A  N A T U R A L  C O N V E R S A T I O N  

From the first day that I was writing the dialog for the toy; his greeting, the 

clues he would give, and the way he would congratulate the user when he 

found something for him, I made sure to make the dialog sound as natural as 

possible. We had chosen a speech interaction to make use the knowledge 

kids already possess of this interaction method, so naturally we tried to stick to 

the natural mode of conversation. The literature also recommends this way of 

speech interaction (Larsen et al., 2007; Yankelovich, 1997).  

Rather than requiring of the kids to learn specific command, or having 

the penguin give unnatural instructions such as do or say x, I always tried to 

accept the way a kid would naturally express an request, and would in the 

same way always try to have the penguin to respond naturally. 

The biggest obstacle I faced to making the dialog natural was to avoid 

having the penguin sound robotic and repetitive. What I did was that I wrote 

a couple of ways of saying the same thing for every utterance the penguin 

would ever respond with, and then picked what response to use randomly. I 

found this especially important for the responses the penguin gives when the 

kid finds something, as this is kind of the goal of the interaction, where we re-

ward the kid and also try to encourage them to continue to play.  

However, I always drew the line for how far to take my efforts at trying to 

code in any kind of understanding of linguistics into the application, as I 

thought this would be too ambitious for the project, and could not really be 

justified in our time budget. This meant that whenever I was combining two 

sources of text into one spoken output the penguin would give, the first part 

would either have to have a known ending, or the last one a known begin-

ning, in order to ensure that the combination of them both does not result in 

an ungrammatical phrase. One effect of this limitation is that all the clues the 

penguin ever gives start with “This is…”.  
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M A K I N G  O U R  S P E E C H  A C T I O N S  P E R C E P T I B L E  

The design aspect of our speech interface that I spent most time on during 

our project was making it understandable to our users. As we designed if for 

children to use on their own, the toy had to explain itself, or to use 

Gaven‟s(1991) terminology, have perceptible affordances. Naturally, be-

cause of the inherent ephemeral and cognitively taxing properties of audio 

Larsen et al., 2007), this was a challenging task for me to handle. 

My first attempts included expanding the grammar by allowing more 

and more accepted ways of issuing the same command, as recommended 

in the literature (Yankelovich, 1997). This however did not really solve the prob-

lem. The number of different ways in which people expressed the same ac-

tion when given no guidance, for example when asking for a clue, were too 

many for our grammar to handle without losing speech recognition accura-

cy. After each time I tested the speech interaction on new users I fiddled with 

the grammar back and forth, adding one keyword and removing another, 

but after a while I realized I was not going to solve the problem this way. Using 

Gaven‟s (1991) framework the reason why this would never have worked be-

comes obvious: no matter how many more affordances for performing an ac-

tion I added, or how well I made them fit the users natural language, they 

were still hidden, and that was the problem I needed to address. 

I finally realized we had to give our users some kind of instructions on how 

to use the device. I took this as a loss, as I felt that explaining the interface 

because it was too complicated to explain itself was not in line with the core 

requirement of simple interaction that we had set up for the toy. I challenged 

myself to include the instructions inside the speech interaction in a natural 

way, so that that the user would not feel like they were explicitly being told 

how to use it, but rather that these utterances were part of the experience. 

The question was when to give the user these instructions. Giving them 

when the dialog starts (Rosenfeld et al., 2000) was never really an option, 

both because it did not fit with my requirement of a natural way of communi-

cating the instructions, and because it would not have been practical. We 

did not want to have to reset the toy between each user, as this took too 

long, so we could not possibly know when a new interaction started. In addi-

tion, resorting to just explaining the interface in one piece would have result-

ed in a rather long explanation, going against the recommendations of 

chunking auditory instructions in smaller steps (Wickens et al., 2002).  



Speech interaction for a children’s toy 

10 Speech interaction for a children’s toy 

The instructions therefor had to be separated into smaller steps, and be 

given at different times. The user needed to be given three pieces of infor-

mation, namely the following:  

 Explaining the purpose of the interaction: the penguin is looking for 

something he has lost and he wants the kid to help him. 

 Instructions on how to ask the penguin for a clue of the thing to 

look for 

 Instructions on how to ask the penguin if a found object is the one  

After having received a suggestion from one tutor to have the penguin 

toy say thing by itself sometimes, I started giving a random line of instruction 

to the user after a certain period of no given recognized speech. I made the 

assumption that a user who was not producing any correct speech com-

mands did not know what to say, and could therefor make use of instructions. 

This is technique is also mentioned in the literature (Yankelovich, 1997). To not 

make these unasked for instructions to intrusive, I made sure they only ap-

peared after a longer period of silence, and that the user could interrupt the-

se comments by issuing another command, also recommended in the litera-

ture (Yankelovic, 1997). 

I N D U C I N G  H U M A N  H E L P F U L N E S S  T O  T H E  P E N G U I N  

This was a start, but not good enough. A lucky user could receive just the in-

struction they needed, but an unlucky one would instead only hear an al-

ready heard instruction repeated over and over again. As stated before, we 

never knew when the interaction with a new user started, so somehow iterat-

ing through the different parts of instruction was not an option either. We 

needed to know which instruction the user needed, to have the penguin offer 

just the right instruction, naturally, just as human participant would have done, 

obeying the conversational law of cooperation (Yankelovich, 1997). 

To do this, I started to track how well the user seemed to understand the 

speech interaction, which is what the literature recommends (Larsen et al., 

2007; Yankelovich, 1997). I started with two variables. The first one kept track 

on if the user had asked for any clues of the object the penguin was currently 

looking for. Until they did so, I would occasionally tell them how to ask for a 

clue, to get them going. The second variable kept track on how much time 

had passed since the user last asked the penguin whether an object was the 

one he was looking for. After the user had asked for one or more clues of an 
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object, if a longer period of time passed without them asking for if an object 

was what the penguin was looking for, I gave them an instruction on how to 

ask the penguin this. 

The third instruction, the purpose of the interaction, that the penguin was 

looking for something thing, was not explicitly given in the same way as the 

other two pieces of instruction. This information was instead given whenever a 

user said hello to the penguin, or asked who he was, and was embedded 

throughout the dialog. The penguin would say things such as (“This is a water 

bottle – I am looking for something else”, or “When you think you have found 

what I am looking for, let me smell it!”). Smelling things was our final imple-

mentation of how to let the penguin tell users whether they had found the 

right thing, which he would automatically do when users lifted something 

close to his nose. The way the information of what the penguin wanted 

flowed through the interaction, I thought we were safe in regards to users un-

derstanding what the penguin wanted them to do. 

In our final testing of the toy, however, I found that people still did not 

always understand the purpose of the interaction. Instead they would just let 

the penguin smell one thing after another. If they would have done this just to 

explore it would have been okay - I do not want to say that a device can on-

ly do what designers have imagined it to - but when asked these users gave 

no indication to having understood that the penguin was explicitly looking for 

something specific. This led me to start tracking one more thing. Whenever 

the user had let the penguin smell two or more things in a row that was not 

what the penguin was looking for, I would make him say something more ex-

plicit about what he wanted the user to do, for example to ask for another 

clue and stop just guessing what he was looking for. 

Evaluation 

During an one-day exhibition on the Edge, a digital culture centre, in Bris-

bane, Australia, we collected questionnaire responses from users who had 

tested our penguin, in order to determine whether our final product met the 

success criteria we had define: simple interaction, full mobility, and fun to use.  

 Before presenting the results of the evaluation, a very important thing to 

note is that these responses were not collected from our user target group – 

children – and that the results might therefor not be generalizable. As our 

evaluation was opportunistic, in that we encouraged everyone who had 

used the penguin to fill in the questionnaire, this was the best evaluation we 
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could get. We still only got 30 responses, which only gives an indication of 

how well we succeeded. The results of the evaluation are presented below. 

 

Figure 2. Simple interaction – questionnaire result 

 86% of our users agreed or strongly agreed that it was easy to help the 

penguin (find his lost things), and only one user, and only one person disa-

greed (See Figure 2). 

 

 

Figure 3. Fun to use – questionnaire result 

93.3% of our users agreed of strongly agreed that they found the pen-

guin fun to use, and no one disagreed (See Figure 3).  
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Figure 4. Mobility – questionnaire result 

 63.3% of our users disagreed or strongly disagreed to that the penguin 

limited their ability to move around. 26.7% percent of users gave a neutral an-

swer, while 10% agreed or strongly agreed to the statement (See Figure 4). 

Conclusion 

In this report I mainly covered how I worked on improving the speech inter-

face to comply with our success criteria of the toy being simple to use, and 

this is what my reflection here will mainly focus on. I will I will also reflect on 

what lessons I learn in the process of creating this toy. First, however, I will re-

flect on the general success of our toy in regards to all our three success crite-

ria – simplicity, mobility, fun.  

As can be seen in the previous section, the results of our evaluation 

points to that, if anything, we met our success criteria (See Figure 2-4). I would 

like to make two points here. As stated before, the respondents in this survey 

were not at all representative of our user group, and it is therefore questiona-

ble whether these results generalizes to kids. 

Secondly, ignoring the low validity of this survey, the results regarding 

mobility being less confirming than the results to the other questions looks real-

ly suspicious to me. Our toy is fully functional when moved within a range of at 

least 75m (~250 feet) away from a base station, which completely satisfies my 

criteria for mobility for this kind of toy for children. I suspect that users‟ re-

sponses might be due to that we never showed them this mobility, but instead 

only had them test our toy within our test booth in the exhibition, which was 

not very large. In fact, during the later parts of the evening, our booth got so 

crowded that our users could hardly move around at all. It is also possible that 
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we expressed this question (the only reverse-phrased question) influenced the 

answers to this question.  

Speaking of my personal opinion of the outcome of this project, specifi-

cally in regards to my design efforts with the speech interaction, I would say 

that what I created is in some ways a success, in some ways a failure. It is suc-

cessfully simple in that anyone who pays attention to what the penguin says 

will soon enough understand how to handle the interaction, which is what the 

project came to be about for me. On the other hand, this was not at all the 

kind of simple I imagined at the start of this project. I thought more in terms of 

being self-explanatory, or as I have now repeated many times, having per-

ceptible affordances. 

In hindsight, I think I have to accept that I was naïve and did not fully 

consider the practical limits of speech interaction when we started the pro-

ject. I have now gotten a much better practical understanding these things. 

On another note, it is very interesting to me that even though I never did the 

kind of research covered in this report before the project, the design decisions 

I took still almost completely agrees with the recommendations made in the 

literature. This might partially be because of some kind of bias when I was 

looking for articles related to speech interaction, but to some extent I also 

hope and believe that my past experience in design, and my background in 

psychology, got me here. If anything, I feel stupid for not thinking about these 

things earlier.  

The way I seem to have reinvented the wheel during my design process 

in this project might serve to teach me a lesson. Surely it would have been 

more time efficient if I would have done this research at first, to inform my de-

sign. One thing I can for this ignorance of research is that we all think we 

know what „speech‟ is – we think of human speech. We think of conversation 

where both parts have an understanding of what is going on, and cooperate 

to reach wherever the conversation is heading. To replicate anything like this 

behavior in a computer system is anything but easy, but for it is worth, I cut my 

costs I did the best I could in this project.  

Something I really wonder is how we came to conclude that speech in-

teraction was a simple kind of interaction, suitable for kids. Surely, the false as-

sociations mentioned above are part of the explanation, but still - merely the 

load on working memory that auditory stimuli puts on listeners suggests it to be 

a terrible fit for delivering complex instructions to kids. We probably never 

conceived that our toy would need complex instructions. Not to sound to 
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negative however, the user reviews we got of our toy were better than any-

one could have expected. We might just have been lucky enough to hit the 

perfect balance between requiring enough attention to provide an engag-

ing experience for users, and requiring too much to make it unpleasant. Fig-

ure 5 depicts a kid concentrating hard on listening to the clue the penguin is 

giving. 

 

Figure 5. User, holding the toy penguin, listening carefully  
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